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MADHAV INSTY

(A Govt. Aided U

Agenda of the BoS Meeting

(Approved by Academic Development Cell of the institute - BoS Meeting

TUTE OF TECHNOLOGY & SCIENCE, GWALIOR

GC Autonomous & NAAC Accredited Institute Affiliated to RGPV, Bhopal)

conducted on 04" June 2022.
(AN inforigafi Instructions for preparing BoS Proceedings _ yo—y
1ation is to be uploaded on the webpage under suitable heading (such as Board of Studies) and separate links to be
[T provided for each category mentioned below)
I\jl_lrlutes should have a summary/cover page mentioning all the significant changes made in the following
Given format
Courses where revision was carried out’
(Course/subject | Course Year/Date of | Year/Date | Percentage | Agenda | Page | Link of relevant
name) Code introduction | of revision | of content | Item No. | documents/minutes
added or | No.
replaced
Nil _ 2 = g 5 = =
Courses focusing on employability/entrepreneurship/ skill development’
(Course/subject Course Code | Activities/contents which have a | Agenda | Page [ Link of relevant
name) bearing on increasing skill and | Item No. | documents/minutes
employability No.
Networking 150711 TCP/IP stands for Transmission | 3 1
with TCP/IP Control Protocol/Internet Protocol
and is a suite of communication
protocols used to interconnect
network devices on the internet.
Data Mining 150712 Data warehousing is a method of | 3 |
& _ organizing and compiling data
Warehousing into one database, Whereas data
mining deals with fetching
important data from databases.
3 Data mining attempts to depict
meaningful patterns through a
dependency on the data that is
compiled in the data warehouse
Software 150756 Software testing is the process of | 4 1
Testing evaluating and verifying that a
software product or application
does what it is supposed to do.
The benefits of testing include
preventing bugs, reducing
development costs and improving
performance.
Big Data 150757 Handling and Processing the 4 ]
Computing modern world data
Introduction 150758 Solving the Real world problem 4 I
To Machine using Machme Learning
N Techniques
Learning _
Soft 900208 Soft computing is the use of | 5 2
Computing approximate calculations to
provide imprecise but usable
solutions to complex
computational problems
Network 900209 Network security is a t!road 5 2
: term that covers a multitude
Security : i
of technologies, devices and
processes In its simplest term,
is a set of rules and
[———
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Feedback on curriculum received from stakeholders: An

'--___-_-_-_-_'_‘—-—-—-.
configurations designed to
protect the integrity,
confidentiality and
accessibility —of computer
networks and data using both
software and  hardware
=———USNES NERT technologies.
R 900220 Statistical techniques for scientific | 5 2
iﬂg@@_g__ analysis of data
Data Science 150511 Data science is an | 9 4
interdisciplinary field that uses
scientific  methods, processes,
algorithms and systems to extract
knowledge and insights from
noisy, structured and unstructured
data, and apply knowledge from
data across a broad range of
application domains
Information 150513 Information  security protects | 9 4
Security sensitive information from
unauthorized activities, including
inspection, modification,
recording, and any disruption or
destruction.
Python for Data Analysis on Real Data Set 12 5
Science
New Courses added’
(Course/subject Course Activities/contents which have a | Agenda | Page | Link of relevant
name) Code bearing on increasing skill and | Item No. | documents/minutes
employability No.
Data Science 150511 Data science is an interdisciplinary | 9 5
field that uses scientific methods,
processes, algorithms and systems
to extract knowledge and insights
from  noisy, structured and
unstructured  data, and apply
knowledge from data across a broad
range of application domains.
Yet to be | Analyzing the performance of any | 12 6
Introduction to Proposed | computer or networked system:
Computer and such as Web application servers,
Network packet  scheduling disciplines,
Performance operating  system  schedulers,
Analysis using cellular telephony networks is an
Queuing important step in the design and
Systems deployment of such systems.
Yet to be | Programming in C++ s so | 7 4
Proposed fundamental that all companies
dealing with systems as well as
_ application development (including
Programming In web, 10T, embedded systems) have
Modern C++ a need for the same.
Yet to be | Project planning involves making | 7 5
Proposed | cost, eﬂ‘ort', and duration estimation
andhpreparmghv:ri;)us types of plans
such as schedule, configurati
Software management, risk managgemegz
Project quality management, staffing plan,
Management etc

alysis& ATR'
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MADHAYV INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR

(A Govt. Aided UGC Autonomous & NAAC Accredited Institute Affiliated to RGPV, Bhopal)

Stakeholder Student Faculty Alumni Employer

No. of responses 309 31 76 o
T e

Link of Analysis Annexure-15 | Annexure-15 Annexure-15 Annexure- 15

ATR Link

Link showing Excel

sheet of Google

Form detils of

stakeholders

Agenda point wise minues to he u/)p('nd(‘f.f with each point and u

e :
Cpurale pagecs) for each af the above four poinis.

eparate Link (o be given in the appropriate columnfor each point

2.| The course committees constituted vide Dean Academics Notice no 1297 dated 15/4/2021 need to be
reconstituted this vear to accommodate the newly joined faculty members.

3.| The BoS minutes along with the cover/summary page (under point number 1, above) must be up‘ioaded on the
departmental web page and link for the same must be shared with the office of the Dean Academics.

Stakeholder feedback analysis must also contain an action taken report (ATR).

4. k o o
The details/data of the stakeholder responded through GOOGLE form (such as Name, organization, mail id,
phone no if available) must also be shared along with the feedback for the alumni/employer.

The following must be uploaded on the departmental web page and link for the same must be shared with the
office of the Dean Academics.

S. (1) The Stakeholder feedback collected & analyzed to find the index out of five

(ii) Action taken report
(iii)  Google form showing responses from alumni, employer, student, faculty efc.
= Minutes should have a footer with department name, page number, month of meeting.

7/

Each page should be signed by all faculty, scanned and then submitted to the Dean Academics office.
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MADHAYV INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR

: y 1
(A Govt. Aided UGC Autonomous & NAAC Accredited Institute Affiliated to RGPV, Bhopal)

BoS Agenda Items

To confirm the minutes of previous BoS meeting held in the month of Decem

ber 2021

Item
| | Minutes of the last BoS held on 22 December 2021 are confirmed by the house.

To prepare and finalize the scheme structure of B.Tech. VII Sf:mestf:r with the PrOV'S‘tO': E?If T_WO
Departmental Electives (DEs) and Two Open Category (OC) Course (,n wlluch one Departmental Elective
is to be offered in online modewith credit transfer) for the batch admitted in 2019-20.

Item - .
2 | The scheme for B.Tech VII Semester, CSE discipline (under flexible curriculum) were

discussed and finalized.
The same is enclosed in
Annexure |

To prepare and finalize the syllabus of courses to be offered (for batch admitted :'n. 2019720)under
Departmental Elective (DE) Course(in traditional mode) for B.Tech. VII Semester along with their Cos

The courses to be offered under Departmental Elective (DE-3) category (in offline mode) for
B.Tech VII Semester, CSE discipline (under flexible curriculum) were discussed and finalized
for Batch admitted in 2019-20. Subjects are: -

Item
3 Departmental Elective(DE-3) Course
Code
Networking with TCP/IP 150711
Data Mining & Warehousing 150712
Distributed System 150713
Syllabus (along with their COs) are attached in Annexure-2
To propose the list of courses which the students can opt from SWAYAM/NPTEL/MOOC based Platforms,
to be offered in online mode under Departmental Elective (DE) Course (DE-4), with credit transfer in the
B.Tech. VII Semester under the flexible curriculum (Batch admitted in 2019-20)
The list of Departmental Elective (DE-4) courses to be offered from SWAYAM/NPTEL/MOOC based
learning platform (in online mode) for B.Tech VII Semester, CSE discipline (under flexible curriculum)
were discussed and finalized, as per the following detail.
Foii Departmental Elective (DE- 4) Weeks Course Code
4 Course ID: noc22-cs61 Software Testing 12 150756
Course ID: noc22-cs65 Big Data Computing 12 150757
Course ID: noc22-cs97 Introduction To Machine 8 150758
| Learning

In continuation, it is also discussed and recommended that the above-
Elective (DE) course may be 'kept dynamic and newly emerging cours
the industrial need and emerging developments (as and when required)

mentioned list of Departmental
€s may be inducted in line with

v PG b of T
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DHAV INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR

(A Govt. Aided UGC Autonomous & NAAC Accredited Institute Affiliated to RGPV, Bhopal)

-20) under the Open

| To prepare and finalize the syllabus of courses to be offered (for batch admitted in 2019

i Cm‘egor_y (0C) Courses(in traditional mode) for B.Tech. VII semester students Of GRSk CEpRTITSOSS e
with their Cos |

The courses to be offered under Open Category (OC) Courses
the students of other departments) under flexible curriculum w
i Batch admitted in 2019-20. Subjects are: -

for B.Tech VII Semester (for
ere discussed and finalized for

[ | 0C-2 Code
| |__Soft Computing 900208
Item | | Network Security 900209
S 0C-3
R Programming 900220
Computer Networks 900222
It is further discussed that the Open Category (OC) courses are meant only for the students of other
. departments; therefore, the above list of courses may be kept dynamic (as per the need and demand
| from other departments). Syllabus (along with their COs) are attached in Annexure-3
To prepare and finalize the Experiment list Lab manual for Departmental Laboratory Course (DLC) to be
o offered in B.Tech. VII semester (for batches admitted in 2019-20)
. The Departmental Laboratory Course (DLC) for B.Tech VII Semester, CSE discipline

(under flexible curriculum) were discussed and finalized.
The same is enclosed in Annexure-4

Item | |These will be o

To propose the list of “Additional Courses™ which can be opted for getting an
(i) Honours (for students of the host department)
(ii) Minor Specialization (for students of other departments)

[These will be offered through SWAYAM/NPTEL/MOOC based Platforms for the B.Tech. VII semester
students (for the batch admitted in 2019-20) )] and for B.Tech. V semester (for the batch admitted in 2020-21)]

To propose the list of “Additional Courses” which can be opted for getting an

1) Honours (for students of the host department)

2) Minor Specialization (for students of other departments)

ffered through SWAYAM/NPTEL/MOOC based Platforms for the V semester (for

ed in 2020-21) and for VII semester students (for the batch admitted in 2019-20)] The
n SWAYAM/NPTEL/MOOC based learning platforms for Honours and Minor
discussed and identified. The same is listed, as mentioned below

the batch admitt
courses available o
Specializntion were

1) Courses for “Honours” V Semester

M Semester Weeks
Course 1D: noc22-¢s122 The Joy of Computing using Python 12
Course ID: noc22-cs102 Programming In Java 12

,__—————'-'______-_ -

Course ID: noc22-¢s103 Programming In Modern C++ 12

' . i .
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MADHAV INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR

(A Govt. Aided UGC Autonomous & NAAC Accredited Institute Affiliated to RGPV, Bhopal)

Courses for “Minor Specialization” - V Semester

Minor Specialization V Semester Weeks
Course ID: noc22-cs78 Introduction to Operating Systems 8
Course ID: noc22-cs88 Computer Architecture And 12
Organization
Course ID: noc22-cs70 Programming, Data Structures And 8
Algorithms Using Python
Courses for “Honours”- Vil Semester
Honours” VII Semester Weeks
Course ID: noc22-¢s110 Multi-Core Computer Architecture - 8
Storage and Interconnects
Course ID: noc22-cs81 Parameterized Algorithms 12
Course ID: noc22-cs107 Software Project Management 12
Courses for “Minor Specialization”- VIl semester
Minor Specialization V Semester Weeks
Course ID: noc22-¢cs71 Design and analysis of algorithms 8
Course ID: noc22-cs61 Software Testing 12
Course ID: noc22-cs111 Computer Graphics 8

Item

To prepare and recommend the scheme structure of B.Tech. V Semester under the flexible curriculum (Barch

admitted in 2020-21)
The scheme for B.Tech V Semester, CSE discipline (under flexible curriculum) were

discussed and finalized.
The same is enclosed in Annexure 5

Item

Item
10

To prepare and recommend the syllabi for all Departmental Core (DC) Courses of B.Tech. V Semester (for
patch admitted in 2020-21) under the flexible curriculum along with their COs.

Departmental Core (DC) Courses of V Semester were discussed and finalized for Batch admitted in
2020-21. Subjects are: -

Department Core (DC subjects
15051 1- Data Science

1505 12- Networking with TCP/IP
150513- Information Security
150514- Compiler Design
The same is enclosed in

Annexure 6

To prepare and recommend the Experiment lis/ Lab manual for all the Laboratory Courses to be offered in

B.Tech. V semester (for batch admitted in 2020-21)
Experiment list/ Lab manual for all the Laboratory Courses of V Semester were discussed and finalized

for Batch admitted in 2020-21.

The same is enclosed in Annexure 7 /

g Wb maraine ared programmes
[This will also include all the emerging area programmnies]
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(A Govt. Aided UGC Autonomous & NAAC Accredited Institute Affiliated to RGPV, Bhopal)

can be assigned under the ‘Skill based mini-

To prepare and re el ot hicl
commend the suggestive list of projects which _
horsls i offered in B.Tech. V Semester (for

project’ category in various laboratory components based courses to be
the batch admitted in 2020-21).

SKill based mini-project for Courses of V Sem
2020-21.

The same is enclosed in Annexure 8

[This will also include all the emerging area programmes/ ;
To propose the list of courses from SWAYAM/NPTEL/MOOC Platforms to be offered (for batch admitted in
2020-21) in online mode under Self-Learning/ Presentation, in the B.Tech. V Semester

[This will also include all the emerging area programmes] o
Course ID: noc22-cs74 Python for Data Science

Course ID: noc22-cs114 Introduction to Computer and Network

B Performance Analysis using Queuing Systems

Course ID: noc22-cs112 Demystifying Networking |
Course ID: noc22-mgl111 Stress Management

Course ID: noc22-mg96 Gender Justice And Workplace Security

To prepare and recommend the Scheme & Syllabi (along with the Course Outcomes) of B.Tech. Il semester
of the newly started B. Tech. programmes in the emerging arcas (Al & ML, Al & DS, CSD) (started
from 2021-22 Session) {Applicable for the concerned departments

ltem
11

ester were discussed and finalized for Batch admitted in

Item

Item
13 | The scheme & Syllabus for B.Tech [T Semester, CSD discipline (under flexible curriculum)

were discussed and finalized.

The Scheme is enclosed in Annexure 9

The Syllabus is enclosed in Annexure 10

To prepare and recommend the list of experiments and skill based mini projects of B. Tech.III semester of the

newly started B. Tech, programmes in the emerging areas (Al & ML, Al & DS, CSD) (started from

- 2021-22 Session) ,’Appﬁc.ab!eﬁ:r the concerned departments)

il 14 The skill based mini projeets for B.Tech I Semester, CSD discipline (under flexible

_ curriculum) were discussed and finalized.

' The Scheme is enclosed in Annexure 11

i To review. prepare, finalize and recommend the Scheme & Syllabi (along with the Course Outcomes) of 111
semester B. Tech. programmes (batch admitted 2021-22 Session) {(all traditional and emerging area |
| ltem | programmes (IT-IoT, AIR, EE-loT, MAC)}

| 15 | The same scheme approved through earlier BOS for admitted batch 2020-21 is adopted for batch admitted in
2021-22.
Annexurel 1(a)
To review, prepare. finalize and recommend the list of experiments/ Lab manual and skill based mini projects
| for various laboratory courses 1o be offered in [l Semester (for the barch admitted in 2021-22).{(all
raditional and emerging area programmes (IT-loT, AIR, EE-loT, MAC)}

For CSD(included in item no 13,annexure-10) and for CSE the same list of experiments approved through
lier BOS for admitted batch 2020-21 is adopted for batch admitted in 2021-22.

se the list of courses from SWAYAM/NPTEL/MOOC Platforms to be offered (for batches admitted
22) in online mode under Se_ﬂil.eum;'ng/ Presemtation. in the T Semester {(all traditional and

programmes (IT-16T. AIR, EE-IoT. MAC. AI&DS. Al& ML, CSE/ CSD)] |
e ID: noc22-cs68 C Programming and Assembly Language |
e ID: noc22-cs79 Introduction to Quantum Computing: Quantum

Algorithms and Qiskit
0c22-hs74 Patent Drafting for Beginners
c22-mg62 Decision-Making Under Uncertainty

the buteh 2022-23).(all traditional and emerging : Sy
E admitied July 2022 is attached in an VRS AL
admiticd July ..

& Syllabi, list of experiments and skill based mini projects o 7 Vi e er F e B,
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ANNEXURE -2

Syilabi
of
Departmental Elective (DE) Courses
B.Tech VII Semester
(Computer Science & Engineering)

Under Flexible Curriculum
[ITEM-3]
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Department of Computer Science and Engineering

NETWORKING WITH TCP/IP
150711 (DE-3)

COURSE OBJECTIVES

To build an understanding of the fundamental concepts of TCP/IP with computer
networking.

To familiarize the student with the basic taxonomy and terminology of the TCP/IP area.

To understand the network traffic, congestion, controlling and resource allocation.

Unit-1

Introduction : ARPANET, ISDN and Broadband ISDN, Protocols and Standards,

Internet Administration , ATM Model, SONET & SDH, TCP/IP Protocol Suite, Network
Addressing at various layer

Unit-11

IP Layer: Connection Oriented & Connection less Internet Working, IPV4 Addressing,
Subnetting, Supernetting. Delivery and Forwarding of IP Packets, [Pv4,IPV6, ARP,

RARP, ICMPv4, IGMP, Mobile IP, Unicast Routing Protocols (RIP, OSPF, and BGP),
Multicasting and Multicast Routing Protocols.

Unit-111

TCP and UDP Layer: TCP Reliable data transfer, Connection Establishment & Release,
TCP Frame, Header Checksum, Sliding Window Concept for error control, congestion

control and TCP timer, UDP Format, Pseudo header, Encapsulation, Checksum,

Multiplexing & Demultiplexing. Stream Control Transmission Protocol.

Unit- IV

Application Layer: Client-Server Paradigm, DHCP, DNS, TELNET, FTP, TFTP, World

Wide Web and HTTP, Electronic Mail: SMTP, POP, IMAP, and MIME, SNMP,
BOOTP.

Unit-V
Multimedia and Next Generation Protocol: Voice over IP, Real Time Transport

Protocol, IPv6 Addressing. IPv6 Protocol, ICMPv6, Firewall, PGP, HTTPS.
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MADHAYV INSTITUTE OF TECHNOLOGY AND SCIENCE, GWALIOR — 474005
(A Govt. Aided UGC Autonomous Institute Affiliated to R.G.P.V. Bhopal, M.P.)

RECOMMENDED BOOKS

* Data and Computer Communication, W. Stalling, Pearson

. lnlcrnetworking with TCP/IP - Vol. - [, D.E. Comer, PHI

* Data Communication & Networking, B.A. Forouzan

* ISDN and Broad band ISDN with Frame Relay & ATM, W. Stalling
* [ ANs, Keiser

COURSE OUTCOMES

After completion of this course, the students would be able to:

COLl. define the concept of computer network and various layered architecture.

CO2. compare the classless and class full addressing of [PV4 .

CO3. identify the different types of networking devices and their functions within a network.

CO4. analyze various protocols of computer networks for assisting network design and
implementation.

COS5. design client server applications and communication model and protocols for
communication.

CO6. elaborate various TCP/IP protocol for achieving multimedia and security services.

Vo v%d@@f Era




) MADHAV INSTITUTE OF TECHNOLOGY AND SCIENCE, GWALIOR - 474005
(A Govt. Aided UGC Autonomous Institute Affiliated to R.G.P.V. Bhopal, M.P.)

Department of Computer Science and Engineering

DATA MINING & WAREHOUSING
150712 (DE-3)

COURSE OBJECTIVES
* To understand the value of data mining in solving real-world problems.
* To gain understanding of algorithms commonly used in data mining tools.

e To develop ability for applying data mining tools to real-world problems.

.
N
.
N
~
>
-
E

Unit -1
Introduction: Motivation, important, Data type for Data Mining: Relational Databases,
Data Ware-Houses. Transactional Databases, Advanced Database System and Its
Applications, Data Mining Functionalities Concept/Class Description, Association
Analysis Classification & Prediction, Cluster Analysis, Outliner Analysis Classification
of Data Mining Systems, Major Issues in Data Mining.

Unit - 1
Data Warehouse and OLTP Technology for Data Mining: Differences between
Operational Database Systems & Data Warehouse, Multidimensional Data Model,
Data Warehouse Architecture, Data Warehouse Implementation, Data Cube

Technology, Emerging Scenario of Pattern Warehousing System.

Unit - ITI
Data Pre-processing: Data Cleaning, Data Integration and Transformation, Data

Reduction Discretization and Concept Hierarchy Generation. Data Mining Primitives
Languages and System Architectures, Concept Description, Characterization and
Comparison Analytical Characterization.

Unit - IV
Mining Association Rules in Large Databases: Association Rule Mining: Market

Basket Analysis, Basic Concepts, Mining Single Dimensional Boolean Association
Rules from Transactional Databases: The Apriori Algorithm, Generating Association

Rules from Frequent Items, Improving the Efficiency of Apriori, other Algorithms &

G/ ‘o\—V’
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{‘ J MADHAV INSTITUTE OF TECHNOLOGY AND SCIENCE, GWALIOR — 474005
‘*& (A Govt. Aided UGC Autonomous Institute Affiliated to R.G.P.V. Bhopal, M.P.)

their Comparison. Mining Multilevel Association Rules. Multidimensional

Association Rules, Constraint Based Association Rule Mining.

Unit-V
Classification & Predication and Cluster Analysis: Issues Regarding Classification

& Predication. Different Classification Methods, Predication, Cluster Analysis, Major

Clustering Methods, Currently Available Tools, Case Study.

RECOMMENDED BOOKS

¢ Data Mining: Concepts and Techniques, Han and Kamber, Morgan Kaufmann

Publications.
e Data Mining Techniques, A. K. Pujari, Universities Press Pvt. Lid.

COURSE OUTCOMES
After completion of this course, the students would be able to:
COIl. classify various databases systems and data models of data warehouse.

CO2. compare various methods for storing & retrieving data from different data

sources/repository.
CO3. apply pre-processing techniques for constru
CO4. analyse data mining for knowledge discovery & prediction.
CO3. explain data mining methods for identification of association for transactional databases.

C06. develop various classification and clustering algorithms for data using data mining.

B Vo e
.

ction of data warehouse.
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(A Govt. Aided UGC Autonomous Institute Affiliated to R.G.P.V. Bhopal, M.P.)

Department of Computer Science and Engineering

DISTRIBUTED SYSTEMS
150713 (DE-3)

COURSE OBJECTIVES
* To provide students contemporary knowledge of distributed systems.
* To equip students with skills to analyze and design distributed applications.
» To gain experience in the design and testing of a large software system, and to be able

to communicate that design to others.

Unit - |
Introduction to Distributed Systems: Architecture for Distributed System, Goals of
Distributed System, Hardware and Software Concepts, Distributed Computing Model,
Advantages & Disadvantage Distributed System, Issues in Designing Distributed

System.

Unit -11
Distributed Share Memory: Basic Concept of Distributed Share Memory (DSM),
DSM Architecture & Its Types, Design & Implementations Issues in DSM System,

Structure of Share Memory Space, Consistency Model and Thrashing.

Unit - 111
Distributed File System: Desirable Features of Good Distributed File System, File

Model, File Service Architecture, File Accessing Model, File Sharing Semantics, File

Catching Scheme, File Application & Fault Tolerance.

Unit - IV
Inter Process Communication and Synchronization: Data Representation &
Marshaling, Group Communication, Client Server Communication, RPC-

Implementing RPC Mechanism, Stub Generation, RPC Messages. Synchronization: -
Clock Synchronization, Mutual Exclusion, Election Algorithms - Bully & Ring

Algorithms.

&’ y$
9/@9/ %y%’% (/?
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MADHAYV INSTITUTE OF TECHNOLOGY AND SCIENCE, GWALIOR - 474005
(A Govt. Aided UGC Autonomous Institute Affiliated to R.G.P.V. Bhopal, M.P.)

Unit - v

Distributed Scheduling and Deadlock Distributed Scheduling- Issues in Load
Distributing, Components for Load Distributing Algorithms, Different Types of Load
Distributing Algorithms, Task Migration and its issues. Deadlock- Issues in deadlock
detection & Resolutions, Deadlock Handling Strategy, Distributed Deadlock

Algorithms. Case Study of Distributed System: Amoeba, Mach, Chorus.

RECOMMENDED BOOKS

Distributed Operating System Concept & Design, Sinha, PHI .
Distributed System Concepts and Design, Coulouris & Dollimore, Pearson Pub.
Distributed Operating System, Andrew S. Tanenbaum, Pearson.

COURSE OUTCOMES

After completion of this course, the students would be able to:

CO1.
CO2.
CO3.
COA4.
COs.
CO6.

Tell the basic elements and concepts related to distributed system technologies
Demonstrate knowledge of the core architectural aspects of distributed systems.
Identify how the resources in a distributed system are managed by algorithm.
Examine the concept of distributed file system and distributed shared memory.
Compare various distributed system algorithms for solving real world problems.
Develop application for achieving various services of distributed system
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Annexure-3

Syllabi
of
Open Category (0C) Courses
offered by Department of CSE in
B.Tech VII Semester
Under Flexible Curriculum

[ITEM-5]
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iy,

Department of Computer Science and Engineering

SOFT COMPUTING
900208 (OC-2)

COURSE OBJECTIVES

* To provide the student with the basic understanding of neural networks and fuzzy logic

fundamentals, Program the related algorithms and Design the required and related
systems.

* To understand the fundamental theory and concepts of neural networks, neuro-

modeling, several neural network paradigms and its applications.
To understand the basics of an evolutionary computing paradigm known as genetic

algorithms and its application to engineering optimization problems.

Unit-1
Introduction and Fundamental Concept of ANN: Basic models of Artificial Neural
Networks, Terminologies of ANNs McCulloch-Pitts Neurons, Linear Separability, Hebb

Network, Supervised Learning Networks: Introduction, Perceptron Networks, Back

Propagation Networks, Radial Basis Function Networks, Hopefield networks.

Unit-11

Unsupervised Learning: Fixed weight Competitive Nets, Kohonen Self-Organizing
Map, Learning vector quantization. Counter propagation Networks, Adaptive

Resonance Theory Network.

Unit-111
Fuzzy Set Theory: Fuzzy Sets, Fuzzy Membership Functions, Operations on Fuzzy
Sets, Fuzzy Relations, Fuzzy rules, Fuzzy Reasoning, Defuzzification: Lembda-Cuts
for Fuzzy sets (Alpha-Cuts), Lembda-Cuts for Fuzzy Relations. Fuzzy Inference
System: Introduction, Mamdani Fuzzy Model, Takagi-Sugeno Fuzzy Model.

Unit-1V

Introduction: Biological Background, Traditional optimization and Search Techniques,

Basic Terminologies in GA, Operators in Genetic Algorithm, Stopping Condition for

B/ &/ }{%/ W/ 6/0/ (/./ QQJ“‘»’}" .
Y




INCE, GWALIOR — 474005

S T
. \ MADHAYV INSTITUTE OF TECHNOLOGY AND SCII
V. Bhopal, M.P.)

(A Govt. Aided UGC Autonomous Institute Affiliated to R.G.P

Genetic  Algorithm Flow, Classification of Genetic Algorithm, Comparison with

Evolutionary algorithm, Application of Genetic algorithm.

Unit-V
Introduction, Neuro-fuzzy Hybrid system,

uro Hybrid system,

Hybrid Soft Computing Techniques:
Adaptive Neuro fuzzy inference system(ANFIS), Genetic Ne

Application of Soft Computing Techniques.

RECOMMENDED BOOKS

e Principles of Soft Computing, S. N. Sivanandam and S. N. Deepa , Wiley

e Neural Networks. Fuzzy Logic and Genetic Algorithms: Synthesis and Applications-S.
. Rajasekaran & G.A. Vijayalakshmi Pai, PHIL

e Introduction to Soft Computing Neuro-Fuzzy and Genetic Alg

Udit Chakraborty, Pearson.
e Neural Networks and Learning Machines-Simon Haykin PHL.

e Fuzzy Logic and Engineering Application, Tomthy Ross, TMH

L A R A A A A A4 440 4404

orithms, Samir Roy and

COURSE OUTCOMES

After completion of this course, the students would be able to:

COl. define basic concepts of neural network and fuzzy systems.
CO2. compare solutions by applying various soft computing approa
CO3. develop and train different supervised and unsupervised learning.

CO4. classify various nature inspired algorithms according to their application aspect.
CO5. compare the efficiency of various hybrid systems.

CO6. design a soft computing model for solving real world problems.

M @@79“”/\” ”
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Department of Computer Science and Engineering

NETWORK SECURITY
900209 (0C-2)

COURSE OBJECTIVES

To provide conceptual understanding of network security principles, issues, challenges

and mechanisms.

To understand how to apply encryption techniques to secure data in transit across data

networks.
To explore the requirements of real-time communication security and issues related to

the security of web services.

Unit-1

Security: Principles and Attacks, Basic Number Theory: Prime Number,

Congruence’s,  Modular Exponentiation, Fundamentals  of Cryptography,

Steganography, Cryptanalysis, Code Breaking, Block Ciphers and Steam Ciphers,

Qubstitution Ciphers, Transposition Ciphers, Caesar Cipher, Play-Fair Cipher, Hill

Cipher, Cipher Modes of Operation.

Unit-11

Cryptography: Symmetric Key Cryptography, Public Key Cryptography, Principles
of Public Key Cryptosystem, Classical Cryptographic Algorithms: DES, RC4,
Blowfish, RSA, Distribution of Public Keys and Key Management, Diffie-Hellman

Key Exchange.

Unit-111

Hash Functions: Hash Functions, One Way Hash Function, SHA (Secure Hash

Algorithm). Authentication: Requirements, Functions, Kerberos, Message

Authentication Codes, Message Digest: MD5, SSH (Secure Shell), Digital Signatures,

Digital Certificates. @/ ({/ en;.\x"/
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Unit -1V

IP & Web Security Overview: SSL (Secure Socket Layer), TLS (Transport Layer

Security), SET (Secure Electronic Transaction). IDS (Intrusion Detection System):

Statistical Anomaly Detection and Rule-Based Intrusion Detection, Penetration

Testing, Risk Management. Firewalls: Types, Functionality and Polices.
Unit -V
pes, Buffer Overflow Attack, Cross Site Scripting, SQL

Phishing: Attacks and Its Ty
Denial of Service Attacks: Smurf Attack, SYN

Injection Attacks, Session Hijacking.

Flooding, Distributed Denial of Service. Hacker:
pes: Port, Network, Vulnerability),

Hacking and Types of Hackers,

Footprinting, Scanning: Ty Sniffing in Shared and

Switched Networks, Sniffing Detection & Prevention, Spoofing.

RECOMMENDED BOOKS

William Stallings, Pearson Education.

cGraw Hill Education.

n Mandia, Chris Prosise, Tata

e Cryptography and Network Security,
e Cryptography and Network Security, Atul Kahate, M
Incident Response and Computer Forensics, Kevi

McGraw Hill.

COURSE OUTCOMES

After completion of the course students would be able to:

CO1: define various aspects of network security.

CO2: illustrate fundamentals of number theory and cryptography.

CO3: apply security mechanisms to achieve principles of network security.
CO4: analyze the cause for various existing network attacks.

COS: examine the vulnerabilities in applications over internet.

CO6: develop a secur€ protocol for achieving various network security services.

yﬁ/,@//v@/f/ﬂ/giw
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Department of Computer Science and Engineering
R PROGRAMMING
900220 (OC-3)

COURSE OBJECTIVES

¢ To understand the critical programming language concepts.
¢ To perform data analysis using R commands.

e To make use of R loop functions and debugging tools.

Unit-1
Introduction to R: R Commands, Objects, Functions, Simple Manipulations, Matrices
and Arrays, Factors, Lists, Data Frames.

Unit-I1

Programming Using R: Introduction, Function Creation, Scripts, Logical Operators,

E
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Conditional Statements, Loops in R, Switch Statement, Creating List and Data Frames,

List and Data Frame Operations, Recursive List.

Unit-111
Object- Oriented Programming in R: Intreduction, S3 Classes, S4 Classes, References
Classes, Debugging Principle in R, Import and Export Data from CSV, SAS and ODBC.

Unit-1V

Mathematical and Statistical Concepts, Hypothesis Testing, Different Statistical
Distribution, Regression, Time Series Analysis.

Unit-V

Graphics in R: Basic Plots, Labelling and Documenting Plots, Adjusting the Axes,

Specifying Colour, Fonts and Sizes, Plotting symbols, Customized Plotting, Packages in

R for Windows, Linus and Mac.

RECOMMENDED BOOKS

e “R for Beginners”, Sandip Rakshit, Tata Mc Graw Hill Education.

e “R programming for Data Science”, Roger D. Peng, L;inyis‘hi“g' ? \,LS“ g

w%w/\( 6,»/@' |
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COURSE OUTCOMES

After completion of this course, the students would be able to:

COLl.

CO2.
COs3.
CO4.
COs.
COe.

define basic programming constructs used in R.

explain the various commands used in R.

apply various concept of programming for controlling the flow of data using R.
analyze the concept of concept of object oriented programming in R.

choose appropriate packages of R programming for dealing various tasks.
predict results from the datasets using R commands.

by e ¥ &/ b
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COMPUTER NETWORKS
900222 (OC-3)

COURSE OBJECTIVES

e Familiarize the student with the basic taxonomy and terminology of the computer

networking.

» Provide detail knowledge about various layers, protocols and devices that facilitate
networking.

e Enable Students to deal with various networking problems such as flow control, error

control and congestion control.

Unit-1
Introduction: Computer Network, Types- LANMAN & WAN, Data Transmission
Modes- Serial & Parallel, Simplex, Half Duplex & Full Duplex, Synchronous &
Asynchronous Transmission, Transmission Medium- Guided & Unguided, Cables-
Twisted Pair, Coaxial Cable & Optical Fiber, Networking Devices-Repeaters, Hub,

Switch, Bridge, Router, Gateway and Modem, Performance Criteria- Bandwidth,

Throughput, Propagation Time & Transmission Time, Network Standardization- OSI

Reference Model & TCP/IP Reference Mode.

Unit-I1
Physical Layer: Network Topologies- Bus, Ring, Star & Mesh, Line Coding- Unipolar,
Polar and Bipolar, Switching- Circuit Switching, Message Switching & Packet
Switching, Multiplexing: FDM — Frequency Division Multiplexing, WDM -
Wavelength Division Multiplexing & TDM — Time Division Multiplexing.

Unit-TII
Data Link Layer: Introduction, Design Issues, Services, Framing, Error Control, Flow

Control, ARQ Strategies, Error Detection and Correction, Parity Bits, Cyclic Redundant
Code (CRC), Hamming Codes, MAC Sub Layer- The Channel Allocation Problem,
pure ALOHA Slotted ALOHA, CSMA ,CSMA/CD, IEEE 802.3, IEEE 802.4 and

(EEE 80235 A Quster
r 2
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Unit-1V
Network Layer & Transport Layer: Introduction, Design Issues, Services,
Routing- Distance Vector Routing, Hierarchical Routing & Link State
Routing, Shortest Path Algorithm- Dijkstra's Algorithm & Floyd—Warshall's
Algorithm, Flooding, Congestion Control- Open Loop & Closed Loop
Congestion Control, Leaky Bucket & Token Bucket Algorithm. Connection

Oriented & Connectionless Service, I[P Addressing.

Unit-V
Presentation, Session& Application Layer: Introduction, Design Issues,
Presentation  Layer- Translation, Encryption-  Substitutions and
Transposition Ciphers, Compression- Lossy and Lossless. Session Layer —
Dialog Control, Synchronization. Application Layer- Remote Login, File

Transfer & Electronic Mail.

RECOMMENDED BOOKS

¢ Data Communication and Networking, Behrouz A. Forouzan, McGraw Hill.
* Computer Networks, Andrew S. Tanenbaum, Pearson Education India.
e Computer Networks and Internets, Douglas E. Comer, Pearson India.

COURSE OUTCOMES =

After completion of this course, the students would be able to:

COl. explain the fundamental concepts of computer network.

CO2. illustrate the basic taxonomy & terminologies of computer network.

CO3. Identify various parameter for affecting the performance of computer network.

CO4. analyze the concepts of communication using various layer of OSI model.

COS5. evaluate the performance of computer network in congestion and Internet.

CO6. design the network environment and applications for implementation of
computer networking concept.
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MADHAYV INSTITUTE OF TECHNOLOGY & SCIENCE GWALIOR

(A Govt. Aided UGC Autonomous & NAAC Accredited Institute Affiliated to RGPV, Bhopal)
DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

MACHINE LEARNING LAB
150701

COURSE OBJECTIVES:

® To provide the fundamental knowledge of Machine Learning.
® To analyse the working of various techniques used in Machine Learning.
® To solve real world problems using machine learning algorithms.

Introduction to Machine Learning: Representation, process (Data Collection, Data Preparation,
Model selection, Model Training, Model Evaluation and Prediction), Evaluation and Optimization.
Data cleansing and pre-processing techniques. Types of Learning: Supervised, Unsupervised and
reinforcement learning. Regression vs classification problems. Performance parameters. Supervised
machine learning techniques: Linear and multilinear regression, Nearest Neighbors classification,
Tree based classification, Gini index and information gain, ID3 and CART algorithms, SVM.
Unsupervised machine learning techniques: Introduction, types-Partitioning, density based,
DBSCAN, distribution model-based, hierarchical, Agglomerative and Divisive, Common Distance
measures, K-means clustering algorithm.

RECOMMENDED BOOKS:

I. Pattern Recognition and Machine Learning, Christopher M. Bishop.

2. Introduction to machine learning with Python: a guide for data scientists, Miiller, Andreas
C.. and Sarah Guido. O'Reilly Media, Inc., 2016.

3. Artificial Intelligence: A Modern Approach by Stuart J. Russell and Peter Norvig, Prentice
Hall.

COURSE OUTCOMES: After completing the course, the student will be able to:

CO1: Understand basic concepts of Machine Learning.

CO2: Illustrate various data cleansing and pre-processing techniques.

CO3: Separate regression and classification problems.

CO4: Analysis the data for applying various supervised and unsupervised machine learning

techniques. : n
CO5: Evaluate different machine learning models based on performance parameters.
CO6: Design machine learning solutions for real world problems.
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Program List

l. Perform Creation, indexing, slicing, concatenation and repetition operations on Pyt
in data types: Strings, List, Tuples, Dictionary, Set

2. Solve problems using decision and looping statements.

Apply Python built-in data types: Strings, List, Tuples, Dictionary,

solve any given problem

Manipulation of NumPy arrays- Indexing, Slicing, Reshaping, Joining and Splitting.

Computation on NumPy arrays using Universal Functions and Mathematical methods.

Import a CSV file and perform various Statistical and Comparison operations on

rows/columns.

Create Pandas Series and DataFrame from various inputs.

Import any CSV file to Pandas DataFrame and perform the following:

1. Visualize the first and last 10 records

. Get the shape, index and column details

. Select/Delete the records(rows)/columns based on conditions.

. Perform ranking and sorting operations.

. Do required statistical operations on the given columns.

hon built-

Set and their methods to

L)

ol

o0 =

2
3
4
5
6. Find the count and uniqueness of the given categorical values.
7. Rename single/multiple columns.

|

1

mport any CSV file to Pandas DataFrame and perform the following:
Handle missing data by detecting and dropping/ filling missing values.
2. Transform data using different methods.
3. Detect and filter outliers.
4. Perform Vectorized String operations on Pandas Series.
5. Visualize data using Line Plots, Bar Plots, Histograms, Density Plots and Scatter Plots.
10. Use scikit-learn package in python to implement following machine learning models to
solve real world problems using open source datasets:
Linear Regression model.
Multi-linear regression model.
Decision tree classification model.
Random forest model.
SVM model.

K-means clustering model. G\/ : ?u e
@ §
W 8/
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MADHAV INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR

Department of Computer Science and Engineering

DATA SCIENCE
150511

COURSE OBJECTIVES:

® To provide the fundamental knowledge of Data Sciences.

® To analyse the working of various techniques used in Data Sciences.

® To understand the basic representation and exploratory data analysis used in Data
Sciences.

Unit - 1:

Introduction to Data Science: Introduction, Definition, applications of Data Science,
Impact of Data Science, Data Analytics Life Cycle, role of Data Scientist.

Basics of Python: Essential Python libraries, Python Introduction- Features,
Identifiers, Reserved words, Indentation, Comments, Built-in Data types and their
Methods: Strings, List, Tuples, Dictionary, Set, Type Conversion- Operators. Decision
Making: Looping-Loop Control statement, Math and Random number functions. User
defined functions, function arguments & its types.

Unit —I1:
Vectorized Computation: The NumPy ndarray- Creating ndarrays- Data Types for
ndarrays- Arithmetic with NumPy Arrays- Basic Indexing and Slicing, Boolean
Indexing, Transposing Arrays. Universal Functions: Fast Element, Wise Array
Functions. Mathematical and Statistical Methods — Sorting Unique and Other Set

Logic.

Unit — 111z
Data Analysis: Series, DataFrame, Essential Functionality: Dropping Entries,

Indexing, Selection, and Filtering- Function Application and Mapping- Sorting and
Ranking. Summarizing and Computing Descriptive Statistics — Mean, Standard
Deviation, Skewness and Kurtosis. Unique Values, Value Counts, and Membership.

Reading and Writing Data in Text Format.

Unit —IV: ] ) . ) . :
Inferential Statistics in Data Science: Types of Learning, Linear Regression- Simple

gression, Implementation, plotting and fitting regression line. Multiple
ssion, Introduction, implementation, comparison with simple linear
orrelation Matrix, F-Statistic, Identification of significant features.

Linear Re
Linear Regre
regression, C
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Unit-V:

Exploratory Data Analysis and Visualisation: Handling Missing Data,

Data

Transformation: Removing Duplicates, Transforming Data Using a Function or
Mapping, Replacing Values, Detecting and Filtering Outliers, Functions in pandas.
Plotting with pandas: Line Plots, Bar Plots, Histograms and Density Plots, Scatter or
Point Plots.

RECOMMENDED BOOKS:

Cathy O’Neil and Rachel Schutt , “Doing Data Science”, O'Reilly, 2015.
David Dietrich, Barry Heller, Beibei Yang, “Data Science and Big data Analytics”,

l.

2

Lad

EMC 2013

Artificial Intelligence: A Modern Approach by Stuart J. Russell and Peter Norvig,

Prentice Hall.

. 4. Pattern Recognition and Machine Learning, Christopher M. Bishop

COURSE OUTCOMES: A fter completing the course, the student will be able to:

CO1: Define basic concepts of Data Sciences.
CO2: lllustrate various concepts of python that are used in data sciences.

CO3: Identify various methods for the representation and manipulation of vectors.

CO4: Analysis the data for applying various statistical modelling approaches.

COS5: Identify hidden patterns in data and transform it using data science techniques. ,,,'\/ :

CO6: Apply regression techniques to solve real world pro
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. Import any CSV file to Pandas DataFrame and perform the following:

MADHAV INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR
PROGRAM LIST

Perform Creation, indexing, slicing, concatenation and repetition operations on
Python built-in data types: Strings, List, Tuples, Dictionary, Set
Solve problems using decision and looping statements.

Apply Python built-in data types: Strings, List, Tuples, Dictionary,
methods to solve any given problem

Handle numerical operations using math and rando
Manipulation of NumPy arrays- Indexing, Slicing, Reshaping, Joining and

Set and their

m number functions.

Splitting.
Computation on NumPy arrays

methods.
Import a CSV file and perform various Statistical and Comparison operations on

using Universal Functions and Mathematical

rows/columns.
Create Pandas Series and DataFrame from various inputs.

Import any CSV file to Pandas DataFrame and perform the following:
Visualize the first and last 10 records

Get the shape, index and column details

Select/Delete the records(rows)/columns based on conditions.
Perform ranking and sorting operations.

Do required statistical operations on the given columns.

Find the count and uniqueness of the given categorical values.

Rename single/multiple columns.

S ORGS0, 1) s

|. Handle missing data by detecting and dropping/ filling missing values.
Transform data using different methods.

Detect and filter outliers.
Perform Vectorized String operations on Pandas Series.
Visualize data using Line Plots, Bar Plots, Histograms, Density Plots and

Scatter Plots.
Use the scikit-learn package in python to implement the regression model and its

related methods p G/ ?u,g?»/'
.t % ANV g{; b
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SKILL BASED MINI-PROJECTS

Implement the below mentioned models using python programming and related libraries:
® Health Insurance Cost Prediction model.
® Salary Prediction model.

® Loan Amount Prediction model.

Crop Yield Prediction Model. Q/ Qu%»/

Stock Prediction Model.

b




MADHAV INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR

Department of Computer Science and Engineering
Networking with TCP/IP

150512
COURSE OBJECTIVES

To understand TCP/IP Internetworking and Addressing.

To understand framing, Routing, Address resolution and Error reporting mechanism
used in the Internet

To understand the working of Application layer protocols
* To Troubleshoot networkin g issues

Unit-1  TCP/IP model, Addressing- Physical, logical and port addressing, IPv4 addresses:
Classful addressing, Classless addressing. Special addresses, DHCP and NAT.
Subnetting and Supernetting, [Pv6 addressing.

Unit-2 [P Datagram- format. options, fragmentations, checksum, IPsec. Address
Resolution Protocol (ARP), Reverse address resolution protocol (RARP). Internet
Control message protocol (ICMP).

Unit-3

TCP: TCP Reliable data transfer, Connection Establishment & Release, TCP

Frame, Header Checksum, Sliding Window Concept for error control, congestion
control and TCP timers.

UDP: Format, Pseudo header, Encapsulation, Checksum, Multiplexing &
Demultiplexing. Stream Control Transmission Protocol

Unit-4 Routing Protocols- RIP, OSPF and BGP, Application Layer: DNS, FTP, TFTP, Mail
Transfer protocols, TELNET, HTTP, Voice over IP.

Unit-5  Troubleshooting Principles, Ping, Traceroute, nslookup and Netstat, Study of

network packet analyzer tools: Wireshark, CISCO packet Tracer etc. Scanner
Tools: Nmap, Nessus etc.

Reference Books:-
* Data and Computer Communication - W. Stalling, Pearson
¢ Internetworking with TCP/IP - Vol. - [ - D.E. Comer, PHI

e Data Communication & Networking -B.A. Forouzan

* ISDN and Broad band ISDN with Frame Relay & ATM - W. Stalling
e LANs - Keiser

COURSE OUTCOMES
After completion of this course, the students would be able to:
CO1. Outline of the basic functionality of TCP/IP layers,
CO2. Analyze various addressing mechanism used in the internet
Cc03. Elaborate the framing, Routing and Address translation mechanism used in the internet

CO4. Analyze the working of Application layer protocols @/ 2 ‘.L‘l’]/
| }

CO5. Simulate network protocols & Topologies

CO6. Install, maintain and troubleshoot a TCP/IP Network W / (}/G(‘/ ﬁ/
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MADHAV INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR

Department of Computer Science and Engineering
INFORMATION SECURITY

150513

COURSE OBJECTIVES

* To provide conceptual understanding of Information security principles, issues,

challenges and mechanisms.
* Tounderstand how to apply encryption techniques to secure data in transit across
data networks.

Unit-l
Security: Principles and Attacks, Basic Number Theory, Fundamentals of Cryptography,
Steganography, Cryptanalysis, Code Breaking, Block Ciphers and Steam Ciphers, Substitution
Ciphers, Transposition Ciphers, Caesar Cipher, Play-Fair Cipher, Hill Cipher
Unit-Il
Cryptography: Symmetric Key Cryptography, Public Key Cryptography, Principles of Public Key
Cryptosystem, Classical Cryptographic Algorithms: RC4, RSA, Distribution of Public Keys and
Key Management, Diffie-Hellman Key Exchange.
Unit-lll
Hash Functions: Hash Functions, One Way Hash Function, SHA (Secure Hash Algorithm).
Authentication: Requirements, Functions, Kerberos, Message Authentication Codes, Digital
Signatures, Digital Certificates.
Unit -1V
IP & Web Security Overview: SSL (Secure Socket Layer), TLS (Transport Layer Security), SET
(Secure Electronic Transaction). IDS (Intrusion detection system), Firewalls: Types,
Functionality and Polices.
Unit -V
Phishing: Attacks and its Types, Buffer Overflow Attack, Session Hijacking, Hacker: Hacking
and Types of Hackers, Foot Printing, Scanning: Types: Port, Network, Vulnerability), Sniffing in
Shared and Switched Networks, Sniffing Detection & Prevention, Spoofing.

RECOMMENDED BOOKS
- Cryptography and Network Security, William Stallings, Pearson Education.

- Cryptography and Network Security, Atul Kahate, McGraw Hill Education.

- Incident Response and Computer Forensics, Kevin Mandia, Chris Prosise, Tata
McGraw Hill.

COURSE OUTCOMES

After completion of the course students would be able to:

CO1. explain attacks, hash algorithms and authentication mechanisms.

CO02. illustrate fundamentals of number theory and security principles.

CO3. Apply various algorithms to achieve principles of network security.

CO4. analyse the cause for various existing network attacks and describe the working of
available security controls.

CO5. examine the vulnerabilities in IT infrastructure.

CO6. predict the attacks and controls associated with IP, transport-level, web and e-mail

security. OFQ// (/}/ pﬂ-«;\/
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LIST OF EXPERIMENTS:

1.

o

CRNOV AW

Perform encryption, decryption using the following substitution techniques L Ceaser
cipher I1. Hill Cipher

Perform encryption and decryption using following transposition techniques Rail fence -
Row & Column Transformation

Implement Playfair Cipher with key entered by user.

Implement polyalphabetic Cipher

Implement AutoKey Cipher

Implement Hill Cipher.

Implement Rail fence technique

Implement Simple Columner Transposition technique

Implement Simple Columner Transposition technique

10 Demonstrate intrusion detection system (ids) using any tool (snort or any other s/w)

SKILL BASED MINI PROJECTS

CONOUSWN R

Email monitoring

Web application firewall

Log Analyzer

Malware Analysis Sandbox

Encryption Software

Caesar code Decoder

User authentication system

Image Steganography system

Anomaly detection, intrusion and its prevention

.
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MADHAV INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR

Department of Computer Science and Engineering

COMPILER DESIGN
150514

COURSE OBJECTIVES

e To learn finite state machines and context free grammar.
* To learn, various phases of compiler

® To understand process of compiler implementation.

Unit-1
Overview of Translation Process: Introduction to Compiler, Major Data
Structures in Compiler, Other Issues in Compiler Structure, BOOT Strapping
and Porting, Compiler Structure: Analysis-Synthesis Model of Compilation,
Various Phases of a Compiler, Compiler Design Tools.
Unit-1

Lexical Analysis: Input Buffering, Symbol Table, Token, Recognition of
Tokens, Lexeme and Patterns, Difficulties in Lexical Analysis, Error Reporting

and Implementation. Regular Grammar & Language Definition, Transition

Diagrams, Design of a Typical Scanner using LEX.
A 6\/\\/
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Unit-111

Syntax Analysis: Context Free Grammars (CFGs), Ambiguity, Basic Parsing Techniques:

Top Down Parsing, Recursive Descent Parsing, Transformation on the Grammars,

Predictive Parsing LL(1) Grammar, Bottom-UP Parsing, Operator Precedence Parsing, LR

Parsers (SLR, CLR, LALR), Design of a Typical Parser Using YACC.

Unit-1v
Semantic Analysis: Compilation of Expression, Control, Structures, Conditional
Statements., Various Intermediate Code Forms, Syntax Directed Translation, Memory
Allocation and Symbol Table Organizations, Static and Dynamic Array Allocation, String
Allocation, Structure Allocation etc., Error Detection Indication and Recovery, Syntax and
Semantic Errors.

Unit-V

Code Generation and Code Optimization: Issues, Basic Blocks and Flow Graphs, Register
Allocation, Code Generation, DAG Representation of Programs, Code Generation from DAGS,
Peep-hole Optimization, Code Generator Generators, Specification of Machine. Code Optimization:
Source of Optimizations, Optimization of Basic Blocks, Loops, Global Data Flow Analysis,

Solution to Iterative Data Flow Equations, Data Flow Analysis of Structured Flow Graphs.

RECOMMENDED BOOKS
e Compilers: Principles, Techniques and Tools, V. Aho, R. Sethi and J. D. Ullman, Pearson

Education.
e Compiler Construction: Principles and Practice, K.C. Louden, Cengage Learning.

COURSE OUTCOMES

After completion of this course, the students would be able to:

CO1. Define the concepts of finite automata and context free grammar.
CO2. Build the concept of working of compiler.

CO3. Examine various parsing techniques and their comparison.

CO4. Compare various code generation and code optimization techniques.

COS5. Analyze different tools and techniques for designing a compiler,

C06. Design various phases of compiler. - : ke
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Annexure-7

Experiment list/ Lab manual for all the Laboratory Courses
B.Tech V Semester
For batch admitted 2020-21
(Computer Science and Engineering)
Under Flexible Curriculum
[Item-10]
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Department of Computer Science and Engineering
DATA SCIENCE
150511

EXPERIMENT LIST

Perform Creation, indexing, slicing, concatenation and repetition operations on

Python built-in data types: Strings, List, Tuples, Dictionary, Set

. . Solve problems using decision and looping statements.

3. Apply Python built-in data types: Strings, List, Tuples, Dictionary, Set and their
methods to solve any given problem

4. Handle numerical operations using math and random number functions.

5. Manipulation of NumPy arrays- Indexing, Slicing, Reshaping, Joining and
Splitting.

'L A 4 4 440 40 40

6. Computation on NumPy arrays using Universal Functions and Mathematical
methods.

7. Importa CSV file and perform various Statistical and Comparison operations on
rows/columns.

8. Create Pandas Series and DataFrame from various inputs.

9. Import any CSV file to Pandas DataFrame and perform the following:
I. Visualize the first and last 10 records

Get the shape, index and column details

Select/Delete the records(rows)/columns based on conditions.

Perform ranking and sorting operations.

Do required statistical operations on the given columns.

Find the count and uniqueness of the given categorical values.

. Rename single/multiple columns.

10. Import any CSV file to Pandas DataFrame and perform the following:

. Handle missing data by detecting and dropping/ filling missing values.
Transform data using different methods.

Detect and filter outliers.
Perform Vectorized String operations on Pandas Series.

Visualize data using Line Plots, Bar Plots, Histograms, Density Plots and
Scatter Plots.

| 1. Use the scikit-learn package in python to implement the regression model and its

related methods. Q/ |
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SKILL BASED MINI-PROJECTS

. a i iated libraries
Implement the below mentioned models using python programming and related librare

e Health Insurance Cost Prediction maodel.
e Salary Prediction model.
e Loan Amount Prediction model

e Crop Yield Prediction Model. ,\/
._ v

e Stock Prediction Model.
/
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Department of Computer Science and Engineering
INFORMATION SECURITY
150513

LIST OF EXPERIMENTS:

1. Perform encryption, decryption using the following substitution techniques I. Ceaser
cipher I1. Hill Cipher

2. Perform encryption and decryption using following transposition techniques Rail fence -
Row & Column Transformation

3. Implement Playfair Cipher with key entered by user.

4. Implement polyalphabetic Cipher

5. Implement AutoKey Cipher

6. Implement Hill Cipher.

7. Implement Rail fence technique

8. Implement Simple Columner Transposition technique

9. Implement Simple Columner Transposition technique

10. Demonstrate intrusion detection system (ids) using any tool (snort or any other s/w)

SKILL BASED MINI PROJECTS

Email monitoring

Web application firewall

Log Analyzer

Malware Analysis Sandbox

Encryption Software

Caesar code Decoder

User authentication system

Image Steganography system

Anomaly detection, intrusion and its prevention

C)@// ?’ u,g\w{({'\f

S A U S

k>~




»
)
S |
2
»
»
»
D
»
a
»
]
“
A
.
»

&j TADHAV INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR - 474005
< |A Govt. Aided UGC Autonomous Institute Affiliated to RGPV, Bhopal, M.P.)

Annexure-8

Skill Based Mini-Projects
B.Tech V Semester
For batch admitted 2020-21
(Computer Science and Engin eering)
Under Flexible Curriculum
[Item-11]
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Department of Computer Science and Engineering

DATA SCIENCE
150511

SKILL BASED MINI-PROJECTS

Implement the below mentioned models using python programming and related libraries:
® Health Insurance Cost Prediction model.
e Salary Prediction model.

® Loan Amount Prediction model.

e Crop Yield Prediction Model.
e Stock Prediction Model. Q/
J/ ?w"?"
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Department of Computer Science and Engineering

INFORMATION SECURITY
150513
SKILL BASED MINI =PROJECTS

Email monitoring

Web application firewall

Log Analyzer

Malware Analysis Sandbox
Encryption Software

Caesar code Decoder

User authentication system
Image Steganography system

Anomaly detection, intrusion and its prevention @/
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Annexure-10

Syllabi of
Departmental Courses (DC) Courses
B.Tech III Semester
For batch admitted 2020-21
(Computer Science & Design)
_, Under Flexible Curriculum
, [tem-13]
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MADHAY INSTITUTE OF TECHNOLOGY & SCIENCE, GWALIOR
(A Govt. Aided UGC Autonomous & NAAC Accredited Institute Affiliated to RGPV, Bhopal)

Department of Engineering Mathematics and Computing

Discrete Mathematics

To know about the graph theory and its application in computer
To familiarize the discrete numeric function and generating function

290301
Objective of Course
o To have knowledge of basic algebra and discrete numeric function. T ~
o To describe function and its relation {—l‘ | | ¥ l =
¢ To familiarize propositional logic |i |t |0 '

UNIT I:

Sets, Subsets. Power sets, Complement, Union and Intersection. Demorgan’s law Cartesian products,
Relations, relational matrices, properties of relations. equivalence relation. functions, Injection. Surjection
and Bijective mapping. Composition of functions, Permutations, the characteristic functions and
Mathematical induction.

UNIT 2:

Partial order set, Hasse diagrams, upper bounds, lower bounds, Maximal and minimal element, first and
Jast element, Lattices, sub lattices, Isotonicity. distributive inequality, Lattice homomorphism, lattice
isomorphism, complete lattice, complemented lattice distribution lattice.

UNIT 3:
Group axioms, permutation group, sub group, co-sets. normal subgroup, semi group. Lagrange theorem,
ficlds, minimal polynomials, reducible polynomials, primitive polynomial, polynomial roots, applications.

UNIT 4:

Finite graphs, incidence and degree, isomorphism, sub graphs and union of graphs, connectedness, walk,
paths and circuits, Eulerian and Hamiltonian graphs. Trees: properties of trees, pendant vertices 1n tree,
center of tree, spanning trees and cut vertices, binary tree, matrix representation of graph, incidence and
adjacency matrix and their properties. applications of graphs in computer science.

y UNIT 5:
' Introduction to discrete numeric functions and generating functions, introduction to recurrence relations

and recursive algorithms, linear recurrence relations with constant coefficients, homogeneous solutions,
particular solutions and total solutions

Course Quicomes
After completing this course, the students will be able to:

cO’s | Description of CO's o B
CO1 | Acquire Knowledge of set theory d l
Co2 Analyse the concept of Lattices )

CO3 Identify the concept of Group Theory
CO4 Derive the Inferences from Graph theory
COs | Ilustrate the Discrete numeric function and recursive relation W

Recommended Books:

. LI* Tremblay and Munohar: Diserete Muthemaueal Structures with: Applicition 10 Computer seience, MeGraw-=Hill. tss
Edition 2017

Narsingh Deo: Graph Theary, PIN Leaming. 2014

C L. Liu: Element of Discrete Mathematies, Mc Graw Hill, 4th Edition 2016,

Rosen: Discrete Mathematics and its Apphications, MeGraw Higher Ed, Tth Edition 2008,

N Herstein: Topics in Algebra, Wiley, 2™ Edition 2006.
N -
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Department of Computer Science and Engineering

DESIGN & ANALYSIS OF ALGORITHMS
290302 (DC)

COURSE OBJECTIVE:

* To introduce the topic of algorithms as a precise mathematical concept.

* Todemonstrate the familiarity with major algorithm design paradigms and methods of
analysis.

* To design efficient algorithms for common computer engineering problems.

* Toenhance the skills using well-known algorithms and data structures for solving real-life
problems.

Unit-1

Introduction to Computational Model: RAM model, Algorithms and its importance,
Recurrences and Asymptotic Notations, Growth of function, Mathematical Analysis of Non-
Recursive and Recursive Algorithm, Review of Sorting & Searching Algorithms, Basic Tree

and Graph Concept: Binary Search Trees, Height Balanced Tree, B-Trees and Traversal
Techniques.

Unit-11

Divide and Conquer Method: Introduction and its Examples such as Finding the maximum
and minimum, Binary Search, Merge Sort, Quick Sort and Strassen’s Matrix Multiplication.

Unit-111
Greedy Method: Introduction, Characteristics, greedy activity selection. Minimum Cost

Spanning Trees: Prim’s and Kruskal’s Algorithm, knapsack Problem, Single Source
Shortest Path: Dijkstra’s single source shortest path algorithm, Huffman Coding.

Unit-1V
Dynamic Programming: Introduction, The principle of Optimality, Examples of Dynamic

Programming Methods such 0/1 Knapsack, Travelling salesman problem, Floyds All Pairs
Shortest Path, Longest Common Subsequence and Reliability Design.
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Unit-V

blem, Knapsack problem

Backtracking: Concept and its Examples like 4-Queen’s Pro
Branch and Bound:

Hamiltonian Circuit Problem, Graph Coloring Problem etc.
Introduction and its Examples like — Travelling

Salesperson Problem etc. NP Completeness: |
Reduction. NP-Hard and NP-Complete problem.

ntroduction, Class P and NP, Polynomial

RECOMMENDED BOOKS:

Fundamentals of Computer Algorithms, Horowitz & Sahani, Universities press
Introduction to Algorithms, Coreman Thomas, Leiserson CE, Rivest RL. PHI.
e Design & Analysis of Computer Algorithms, Ullman, Pearson.

Algorithm Design, Michael T Goodrich, Robarto Tamassia, Wiley India.

COURSE OUTCOMES:
A fter Completion of this course, the students would be able to:

CO1: Tell the basic features of an Algorithms.

CO2: Outline major Algorithms and Data Structures.

CO3: Apply various algorithmic design paradigms.

CO4: Analyze the asymptotic performance of Algorithms.

COS5: Compare different design techniques to develop algorithms for computational problems.
CO6: Design algorithms using greedy strategy, divide and conquer approach, dynamic

programming. backtracking, branch and bound approach.
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A

Department of Computer Science and Engineering

DESIGN AND ANALYSIS OF ALGORITHM
290302(DC)

List of Programs

1. WAP to implement the following using array as data structure and analyze its time

Complexity.
a. Insertion sort b. Selection sort c. Bubble sort  d. Quick sort
e. Bucket sort f. Radix sort g. Heap sort h. Merge sort

2. WAP to implement Linear and Binary Search and analyze its time complexity.

3. WAP to implement Matrix Chain Multiplication and analyze its time complexity.

4. WAP to implement Longest Common Subsequence Problem and analyze its time
Complexity.

5. WAP to implement Optimal Binary Search Tree Problem and analyze its time complexity.

6. WAP to implement Huffman Coding and analyze its time complexity.

7. WAP to implement Dijkstra’s Algorithm and analyze its time complexity.

8. WAP to implement Bellman Ford Algorithm and analyze its time complexity.

9. WAP to implement DFS and BFS and analyze their time complexities.

10. WAP to Implement 0/1 knapsack using dynamic programming.

COURSE OUTCOMES
After completion of this course, the students would be able to:

CO1. Relate the principles of algorithm design in solving problems.

CO2. Demonstrate basic algorithms and different problem solving strategies.

CO3. Build creativeness and confidence to solve non-conventional problems.

CO4. Analyze running times of algorithms using asymptotic analysis.

CO5. Compare various algorithm design approaches for solving real world problems.
CO6. Design and implement optimization algorithms in specific applications
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Department of Computer Science and Engineering
OPERATING SYSTEMS
290303 (DC)
COURSE OBJECTIVES oy
* Provide basic knowledge of computer operating system structures and functioning.
® Compare several different approaches to memory management, file management and
process management
* Understand various problems related to concurrent operations and their solutions.
Unit- 1
Basics of operating systems: Generations, Types, Structure, Services, System Calls, System
Boot, System Programs, Protection and Security.
Process management: Process Concepts, Process States, Process Control Block,
Scheduling-Criteria, Scheduling Algorithms and their Evaluation, Threads, Threading Issues.
Unit-11
Process synchronization: Background, Critical-Section Problem, Peterson's Solution,
Synchronization Hardware, Semaphores, Classic Problems of Synchronization, Monitors.
Deadlock: System Model, Deadlock Characterization, Deadlock Prevention, Detection and
Avoidance, Recovery form Deadlock.
Unit-I11
Memory management: Main Memory, Swapping, Contiguous Memory Allocation, Paging,
Structure of Page Table, Segmentation, Virtual Memory, Demand Paging, Page Replacement
Algorithms, Allocation of Frames, Thrashing.
Unit-IV

Storage management: Mass-Storage Structure, Disk Structure, Disk Attachment, Disk

Scheduling, RAID Structure.
P
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File system interface: File Concept, Access Methods, Directory Structure, File System

Structure, Allocation Methods, and Free-Space Management.
System Protection: Goals, Principles, Domain of Protection, Access Matrix, Access

Control.

RECOMMENDED BOOKS

Operating System Concepts, Silberschatz, Ninth Edition, Willey Publication.
Operating Systems, Internals and Design Principles, Stallings, Seventh Edition, Pearson

Publication.
Modern Operating Systems, Tanenbaum, Fourth Edition. Pearson Publication.

COURSE OUTCOMES

After the successful completion of this course, the student will be able to:

COl.
CO2.
CO3.
CcO4.
COs.
COe6.

Outline the basic concept of operating systems

Analyze the working of operating system

Examine the working of various scheduling/allocation approaches
Measure the performance of various scheduling/allocation approaches
Analyze the various operating system problems/issues

Develop the Solution of various operating system problems/issues
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Department of Computer Science and Engineering

COMPUTER SYSTEM ORGANIZATION
290304 (DC)

COURSE OBJECTIVES

* To provide the fundamental knowledge of a computer system and its processing units.

* To provide the details of input & output operations, memory management and performance

measurement of the computer system.
To understand how computer represents and manipulate data.

Unit -1

Introduction: Von-Neumann Model, Various Subsystems, CPU, Memory, /O, System
Bus, CPU and Memory Registers, Program Counter, Accumulator, Register Transfer and
Micro Operations: Register Transfer Language, Register Transfer, Tree-State Bus Buffers,
Bus and Memory Transfers, Arithmetic Micro-Operation, Logic Micro-Operation, Shift

Micro- Operation Register Transfer Micro Operations, Arithmetic Micro-Operations, Logic
Micro- Operations and Shift Micro-Operations.

Unit- 11

Computer Arithmetic: Addition and Subtractio

n with Signed-Magnitude, Multiplication
Algorithm, Division Algorithm, Division Algorit

hms, Floating-Point Arithmetic Operations.
Central Processing Unit (CPU): General Purpose Register Organization, Stack
Organization, Instruction Formats, Addressing Modes, Data Transfer and Manipulation,

Program  Control, Reduced Instruction  Set Computer  (RISC).Hardwired
and Micro programmed Control.

Unit -I11

Microprocessors: Introduction of 8085 Microprocessor:

Architecture, Instruction Set,
Addressing Modes, Interrupts and Basic Assembly Language

Programming,

Unit -1V

Input-Output Organization: Peripheral Devices,

/O Interface, Asynchronous Data
Transfer, Modes of Transfer, Priority Interrupt, DMA

(DMA Controller, DMA Transfer),
74 | ﬁ/@b o
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Input-Output Processor (I0P), Data Transfer- Serial/Parallel, Simplex/ Half Duplex/ Full
Duplex.

Unit-V
Memory Organization: Memory Hierarchy, Main Memory, Auxiliary Memory,
Associative Memory, Cache Memory- Organization and Mappings, Memory
Management Hardware, Introduction to Pipelining & Multiprocessors.

RECOMMENDED BOOKS

e Computer System Architecture, Morris Mano, PHI.

* Microprocessor Architecture, Programming and Applications with the 8085, Gaonkar,
e Computer Organization, Carl Hamacher, THM.

¢ Computer Architecture and Organization, J] P Hayes, Mc-Graw Hills, New Delhi.

COURSE OUTCOMES
After completion of the course students would be able to:

CO1. Recall the basic building blocks of computer Architecture.
CO2. Explain different memories and the functional units of a processor.
CO3. Explain the concept of working of microprocessor, multiprocessor and pipelining.
CO4. Analyze various modes of Input-Output data transfer.
COS. Evaluate the arithmetic related to the number system.
CO6. Develop the skill of writing low level programming.
Pl
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Department of Computer Science and Engineering

COMPUTER GRAPHICS AND ANIMATION
290305(DC)

COURSE OBJECTIVES

* To provide an introduction to the theory and practice of computer graphics.

¢ To give a good exposure related to Computer Graphics algorithms and to design various
graphics primitives.

* To enhance the proficiency in programming skills related to animation and graphics
object Design

Unit-1

Introduction to Computer Graphics: Interactive Computer Graphics, Application of
Computer Graphics, Random and Raster Scan Displays, Storage Tube Graphics Display,
Calligraphic Refresh Graphics Display, Flat Panel Display, Refreshing, Flickering,
Interlacing, Resolution, Bit Depth, Aspect Ratio etc.

Unit-I1
Scan Conversion Technique: Image representation, Line drawing: DDA, Bresenham’s
Algorithm. Circle Drawing: General Method, Mid-Point, DDA, Bresenham’s Circle
Generation Algorithm, And Ellipse Generation Algorithm, Curves: Parametric Function,
Bezier Method, B-Spline Method.

Unit-III
2D & 3D Transformations: Translation, Rotation, Scaling, Reflection, Shearing, Inverse
Transformation, Composite Transformation, World Coordinate System, Viewing
Transformation, Representation of 3D object on Screen, Parallel and Perspective Projections.

Unit-1V

Clipping: Po.int clippipg, Line Clipping, Simple Visibility Line Clipping Algorithm, Cohen
Sutherland Line Clipping Algorithm etc., Polygon Clipping, Convex and Concave Polygon

Sutherland Hodgeman Polygon Clipping Algorithm etc., Area Fillipg, Hidden Surface
Elimination: Z- Buffer algorithm and Painter’s Algorithm.
Q‘Q O |
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Unit-V

Color Models: RGB. YIQ, CMY, HSV. Computer Animation: Introduction, Uses, key
frames and tweening, types of animation, 2D and 3D animation, Principles and techniques
of Animation.

Image Manipulation and Storage: Introduction to Digital Image Processing (DIP),
Fundamental Steps and Components of DIP, Digital image enhancement, contrast
stretching, Histogram Equalization, smoothing and median Filtering.

RECOMMENDED BOOKS

Computer Graphics, Donald Hearn and M.P. Becker, PHI Publication.
Computer Graphics principle and Practice, FoleyVandam, Feiner, Hughes.
® Principles of Computers Graphics, Rogers, TMH.

* Computer Graphics, Sinha and Udai, TMH,

* Digital Image Processing, Gonzalez.

* Principle of multimedia Ranjan Parekh, TMH.

COURSE OUTCOMES
After completion of the course students will be able to:

COL1. Explain interactive Computer Graphics, various display devices and explore applications
of computer graphics.

CO2. lllustrate various line generations, circle generation, curve generation and shape
Generation algorithms.

CO3. Apply various 2-Dimensional and 3-Dimensional transformations and projections on
Images.

CO4. Classify methods of image clipping and various algorithms for Line and Polygon clipping.
COS5. Choose appropriate filling algorithms, Hidden Surface Elimination algorithm and apply
on various images. ‘

CO6. Analyis various color models, shading methods, animation and Digital Image Processing.
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. Installation and Introduction t

. Write a Program to create an output window,

i
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Department of Computer Science and Engineering

COMPUTER GRAPHICS AND ANIMATION
290305(DC)

List of Experiments

o OpenGL basics, graphic functions, commands for

compiling and executing an OpenGL Program.
to plot a point with given coordinates and

other basic demonstrations.
Write a Program to implement DDA Line Drawing Algorithm.

Write a Program to implement Bresenham Line Algorithm.
Write a Program to implement Mid-Point Circle Algorithm.
Write a Program to implement following 2D transformations:
i Translation of a point, line and polygon.
ii.  Scaling of a line and polygon.
iii.  Rotation of a line and polygon around origin.

7. Write a Program to implement:

i Flood Filling Algorithm using polygon.
ii.  Boundary Filling Algorithm using polygon.

8. Write a Program

COURSE OUTCOMES
After completion of the course students will be able to:

CO1. Demonstrates the fundamental concepts of Computer Graphics and its applications.
CO02. Explain and use hardware’s and software’s component of computer graphics

CO3. Apply various image generation, manipulations and color model techniques in coding.
CO4. Implement algorithms for create and manipulate image in programs.

CO5. Develop the ability to write computer programs for create image and animation using

graphics concepts.
C06. Develop application programs and projects in terms of image and animation using

computer graphics. |
~ /
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Department of Computer Science and Engineering

Digital Circuit Design Lab
290306 (DLC)

COURSE OBJECTIVES

« To study and verify the truth tables of various logic gates

» To study and design various combinational circuits

« To study and design various sequential circuits

« To perform the analysis and design of various digital electronic circuits.

Logic Gates:
Study of various logic gates. Realization of various logic gates using universal logic gates.
Combinational Circuit:

Half Adder, Full Adder, Half-subtractor, Full Subtractor, Multiplexer & Demultiplexer , word
comparator and parity checker etc.

Sequential Circuit:
RS. D, JK, Master slave flip flops, flip flops with various triggering methods and timing diagram.
Counters and Registers:

Asynchronous and Synchronous, Up/Down, Johnson Counter, MOD N, BCD counter using
Decade counter, Ring counters, Shift registers, and Universal Shift Register etc.

RECOMMENDED BOOKS

- Digital Design, Morris Mano M. and Michael D. Ciletti, IV Edition, Pearson Education.

« Digital Electronics: Principles, Devices and Applications, Anil K. Maini, Wiley.
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COURSE OUTCOMES

After completion of the course students would be able to:

COI: Understand the truth tables and functions of various logic gates.
CO2: Understand the importance of logic circuits
CO3: Design basic combinational logic circuits

CO4: Design various sequential logic circuits
CO5: Analyse and implement digital logic circuits.

CO6: Develop and implement some basic Applications of digital electrl'onics
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Department of Computer Science and Engineering
DIGITAL CIRCUIT DESIGN
290306 (DLC)

List of Experiments

To study and verify the truth table of various logic gates.

2. To realize Half Adder and Full Adder by using Basic logic gates

3. Torealize Adder and Subtractor by using Basic logic gates

To design and set up 4:1 Multiplexer (MUX) using only NAND gates.

To design and set up 1:4 Demultiplexer (DE-MUX) using only NAND gates.

6. To realize One & Two Bit Comparator and study of 7485 magnitude comparator
7. Tostudy and verify Truth Table of RS Flip Flop

8. To study and verify Truth Table of D type Flip Flop.

9. Tostudy and verify Truth Table of JK type Flip Flop.

r

10. To study and verify Truth Table of T Flip Flop.

11. To study and verify Truth Table of JK Master Slave Flip Flop.
9‘@*1” >
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Department of Computer Science and Engineering
SELF-LEARNING/PRESENTATION (SWAYAM/NPTEL/ MOOC)
150316 (SEMINAR / SELF STUDY)

| S.No. | Course Name Duration Offered by Course Link

| 1 C Programming and Assembly | 4 Weeks II'T Madras https://onlinecourses.nptel.ac.i

L Language n/noc21 cs81/preview

Note: Compulsory registration for one online course using SWAYAM/NPTEL/ MOOC, evaluation through
attendance, assignments and presentation
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Annexure-11

Skill based mini-project of
Laboratory Courses
B.Tech 111
Semester
(Computer Science and Design)
Under Flexible Curriculum
[Item-14]
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Department of Computer Science and Engineering
COMPUTER GRAPHICS AND ANIMATION
290304(DC)

Skill Based Projects

Develop a project to implement a stretch band effect. In which a user will click on the screen and drag

the mouse / arrow keys over the screen coordinates. The line should be updated like rubber-band and
on the right-click gets fixed.

ot

Develop a project to implement the DDA algorithm for drawing line. In this project a programmer is
expected to shift the origin to the center of the screen and divide the screen into required quadrants,
Develop a project with menu option to input the line coordinates from the user to generate a line
using Symmetrical DDA algorithm, Brenham’s algorithm and DDA algorithm on a single screen with
different colors.

Develop a project to demonstrate 2D animation such as clock simulation, vehicle movement etc.
Develop a project to demonstrate 2D animation such as rising sun, sunset, blinking stars.

Develop a project to implement the bouncing ball inside a defined rectangular window.

Develop a project to draw Bezier and B-Spline Curves with interactive user inputs for control polygon
defining the shape of the curve.

Develop a project to demonstrate shear transformation in different directions on a unit square
situated at the origin.

Now s

Develop a project in which a set of lines and a rectangular area of interest is given by user, the task is

to remove lines which are outside the area of interest and clip the lines which are partially inside the
area.

10. Develop a small graphics editor with line, circle, parabola, hyperbola generation.

Please Note: Each project has. 1o be submitted by a group of 2 to 4 students (Depending upon project), and

each group will be assigned only one project.
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MADHAV INSTITUTE OF TECHNOLOGY AND SCIENCE, GWALIOR - 474005
(A Govt. Aided UGC Autonomous Institute Affiliated to R.G.P.V. Bhopal, M.P.)

Department of Computer Science and Engineering

DESIGN AND ANALYSIS OF ALGORITHM
290302(DC)

Skill Based Projects

Develop a project to show graphical implementation of any two sorting methods.
Develop a GUI project for implementation of Sorting and searching methods.

. Implement Kruskal and Prim’s algorithm for solving minimum spanning tree problem on

Different graphs, and on the basis of complexity analysis deduce which among them is the
best suited algorithm.

Implement Greedy algorithm and Backtracking algorithm to find a solution for the graph
coloring problem on various graphs, and on the basis of complexity analysis deduce which
among them is the best suited algorithm.

. Solve Travelling Salesman Problem using Greedy Algorithm and Brute Force Algorithms,

and on the basis of complexity analysis deduce which among them is the best suited
algorithm.

. Using complexity analysis, deduce among brute force and greedy algorithm, which is better

for solving 0/1 Knapsack problem.
Implement Merge sort, Insertion sort and Quick sort for the following cases:
a. Unsorted list of numbers (with size of list > 100)
b. Sorted list of numbers (with size of list > 100)
c. Unsorted list of numbers (with size of list <= 20)
d. Sorted list of numbers (with size of list <= 20)
Then on the basis of complexity analysis, deduce which among them is best suited for each
case.
Compare the Exhaustive Search Algorithm and Greedy Algorithm for solving Job Scheduling
Problem.
Implement different shortest path algorithms on various graphs and compare the performance
with each other in order to conclude the best among them.

Please Note: Each project has to be submitted by a group of 2 to 4 students (Depending upon project), and
each group will be assigned only one project.
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Department of Computer Science and Engineering

DIGITAL CIRCUIT DESIGN
290306 (DLC)

Skill Based Project

* Design a 4 bit comparator

* Design a parity checker

¢ Design a 4 bit Ripple counter
¢ Design a Synchronous counter
Design a Ring Counter

¢ Design a left shift counter

* Design a right shift counter

Please Note: Each project has to be submitted by a group of 2 to 4 students ( Depending upon project), and
each group will be assigned only one project.
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